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Motivation
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우리는 무엇을 해야 하는가?

컴퓨터 기술자 무엇을 해야 하는가? 

The production of reliable software, 
its maintenance and 
safe evolution year after year (up to 20 to 30 years).
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Hardware vs Software

Hardware
The 25 last years, computer hardware has seen its 
performances multiplied by 104 to 106;

Software
The size of programs executed by these computers has 
grown up in similar proportions;

Example 
Windows

> 30 000 000 lines
> 30 000 known bugs
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Software development

Software development
Large scale computer programming is very difficult;
Reasoning on large programs is very difficult;
Errors are quite frequent.

Idea
Use the computer to find programming errors.
How can computers be programmed so as to analyze the 
behavior of software before and without executing it ?

This is essential for safety-critical systems
(for example: planes, trains, launchers, nuclear plants, …)
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Program Analysis
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프로그램 분석Static Program Analysis

프로그램의 실행 성질을 실행 전에 자동으로 안전하게
어림잡는 기술이다[Yi04-05].

실행 전에: 프로그램을 실행시키지 않고

자동으로: 프로그램이 프로그램을 분석

안전하게: 모든 가능성을 포섭하도록

어림잡는: 실제 이외의 것들이 포함됨

어림잡지 않으면 불가능
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Program Analysis Techniques

DFA
Conventional dataflow analysis 

Deductive methods
The proof size is exponential in the program size!

Model checking

Constraint-based analysis
Constraint setup and solving

Type-based analysis
Type and effect system

What else ? 
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Abstract Interpretation
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Abstract interpretation요약 해석

[Cousot&Cousot77,79] 
A theory of the approximation of the execution behavior 
of programs.

Objective
By effective computation of the abstract semantics,        
it analyzes the behavior of programs 
before and without executing them.

한글로
프로그램 실행 전에 실행하지 않고 그 프로그램의 실행(의미)
의 요약본 계산
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The Nature of Approximation

If the approximation is rough enough, 
the abstract semantics is less precise but 
is effectively computable by a computer;

Because of the information loss, 
not all questions can be definitely answered;

All answers given by the abstract semantics are always 
correct(sound) with respect to the concrete semantics.
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Computable approximation

요약(abstract or approximation)이 필요한 이유는 ?
요약 없이는 분석이 끝이 없다

요약 없이 실행해 보면서 모든 경우를 포섭할 수 없다.

요약(abstraction) α 예

{2,4,6,8, …} 짝수

{-8, -4, -2}  음수

{2, 15, 12, 8} [2..15]
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Example: Sign Analysis

Source language
e ::= i | e * e | -e | e + e

Concrete (execution) semantics
V : e → Int

V(i) = i
V(e1*e2) = V(e1) × V(e2)
V(-e) = -V(e)
V(e1+e2) = V(e1) + V(e2)
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Sign Analysis

Example
e = -45 * 30 + 23 * -50
V(e) = -2500
AV(e) = -

Abstract semantics for sign analysis
Define Abstract domain
Define Abstract execution
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Sign Analysis

Abstract Domain: Lattice

What are ⊤ and ⊥ ?

What are α and    ?
α(abstraction)는 실제 값들을 요약하고

(concretization) 는 요약된 원소의 실제 의미를 정의한다.

− +0

⊤

⊥
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Abstract semantics

Abstract semantics
AV : e → {⊥, -, 0, +, ⊤}

+ if i > 0
AV(i) = 0 if i = 0

- if i < 0
AV(-e) =    AV(e) 
AV(e1+e2) = AV(e1)    AV(e2)
AV(e1*e2) = AV(e1) × AV(e2)

Abstract operator
+   + =
+    - =
⊤ - =
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Example: Interval Analysis
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Interval analysis

Define an abstract semantics that 
can approximate the concrete (execution) semantics.

Abstract semantics for interval analysis
Interval to approximate concrete values of variables 
Equation to approximate concrete execution flows. 

Program analysis
By computing the least fixpoint of the equation. 
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Program to be analyzed:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]

5 P. Cousot & R. Cousot, ISOP’76.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 66 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Equations (abstract interpretation of the semantics):

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 67 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration, initialization:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = ∅
X2 = ∅
X3 = ∅
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 68 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = ∅
X3 = ∅
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 69 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 1]
X3 = ∅
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 70 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 1]
X3 = [2, 2]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 71 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 2]
X3 = [2, 2]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 72 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration: convergence?

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 2]
X3 = [2, 3]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 73 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration: convergence??

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 3]
X3 = [2, 3]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 74 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration: convergence???

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 3]
X3 = [2, 4]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 75 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration: convergence????

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 4]
X3 = [2, 4]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 76 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration: convergence?????

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 4]
X3 = [2, 5]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 77 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration: convergence??????

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 5]
X3 = [2, 5]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 78 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Increasing chaotic iteration: convergence???????

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 5]
X3 = [2, 6]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 79 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Convergence speed-up by extrapolation:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1,+∞] ⇐ widening
X3 = [2, 6]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 80 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Decreasing chaotic iteration:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1,+∞]
X3 = [2,+∞]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 81 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Decreasing chaotic iteration:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 9999]
X3 = [2,+∞]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 82 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Decreasing chaotic iteration:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 9999]
X3 = [2,+10000]
X4 = ∅

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 83 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Final solution:

x := 1;
1:

while x < 10000 do
2:

x := x + 1
3:

od;
4:




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 9999]
X3 = [2,+10000]
X4 = [+10000,+10000]

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 84 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Result of the interval analysis:

x := 1;
1: {x = 1}

while x < 10000 do
2: {x ∈ [1, 9999]}

x := x + 1
3: {x ∈ [2,+10000]}

od;
4: {x = 10000}




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




X1 = [1, 1]
X2 = [1, 9999]
X3 = [2,+10000]
X4 = [+10000,+10000]

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.

1st Int. Advisory Board Workshop, EECS Dept., KAIST, Taejon, Korea , June 14, 2000, 16:20–17:20�✁✁✁ — 85 — [] � — ✄✄✄�©P. Cousot



Example: interval analysis (1975) 5

Exploitation of the result of the interval analysis:

x := 1;
1: {x = 1}

while x < 10000 do
2: {x ∈ [1, 9999]}

x := x + 1
3: {x ∈ [2,+10000]}

od;
4: {x = 10000}




X1 = [1, 1]
X2 = (X1 ∪X3) ∩ [−∞, 9999]
X3 = X2 ⊕ [1, 1]
X4 = (X1 ∪X3) ∩ [10000,+∞]




←− no overflow
X2 = [1, 9999]
X3 = [2,+10000]
X4 = [+10000,+10000]

5 P. Cousot & R. Cousot, ISOP’1976, POPL’77.
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요약 해석으로 정적 분석

1. 실제 실행 정의(Concrete semantics)

2. 요약 실행 정의(Abstract semantics) 

3. 올바른 요약 실행 정의인지 확인

4. 정의된 요약 실행을 계산하는 방법
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Concrete Semantics실제 실행

The concrete (collecting) semantics
collects the set of traces(or states) that can reach a given 
program point
may be uncomputable.

Concrete semantic domain 
CPO (D, ⊑, ⊔)

Concrete semantic  function 

Concrete semantics
Least fixpoint of a continuous function
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Concrete Semantics실제 실행
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요약 해석으로 정적 분석

1. 실제 실행 정의(Concrete semantics) 

2. 요약 실행 정의(Abstract semantics) 

3. 올바른 요약 실행 정의인지 확인

4. 정의된 요약 실행을 계산하는 방법
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Abstract Semantics요약 실행

Abstract semantic domain CPO (   , ⊑, ⊔)
Galois connection

Abstract semantic function
Monotone function

Approximation
or
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Galois connection갈로아 연결

Concrete domain Abstract domain 

Abstract values respects the order in the concrete domain
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Abstract semantics요약 실행

Abstract semantics
lfp =

[Theorem] 
The abstract semantics is an approximation of the 
concrete semantics.

Abstract semantics may be  computable in finite time 
or uncomputable.
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요약 해석으로 정적 분석

1. 실제 실행 정의(Concrete semantics) 

2. 요약 실행 정의(Abstract semantics) 

3. 올바른 요약 실행 정의인지 확인

4. 정의된 요약 실행을 계산하는 방법
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Program Analysis

Program analysis by
computing the abstract semantics
lfp = if it is computable in reasonable time

or, computing an upper bound     of  the abstract 
semantics in finite time 

then it approximates the concrete execution
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Widening/Narrowing

Compute the upperbound by widening and

if
otherwise

Narrowing
If the upperbound is                     ,
refine the upperbound by narrowing
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Applications
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응용 사례
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응용 분야

program transformation & optimization;
abstract model-checking of infinite systems;
abstract testing;
type inference (for undecidable systems);
mobile code communication topology;
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상업화

Domestic industrializations:
- Sparrow

K. Yi, 2007
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